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Abstract 

Healthcare monitoring systems in the hospital and at home generate large quantities of rich-

phenotype data from a wide array of sources. Typical sources include clinical observations, 

continuous waveforms, lab results, medical images and text notes. The key clinical 

challenge is to interpret these in a way that helps to improve the standard of patient care. 

However, the size and complexity of the data sets, which are often multidimensional and 

dynamically changing, means that interpretation is extremely difficult, even for expert 

clinicians. 

One important set of approaches to this challenge is Machine Learning Systems. These are 

systems that analyse and interpret data in a way that automatically recognizes underlying 

patterns and trends. These patterns are useful for predicting future clinical events such as 

hospital re-admission, and for determining rules within clinical decision support tools.  

In this chapter we will provide a review of machine learning models currently used for 

event prediction and decision support in healthcare monitoring. In particular, we highlight 

how these approaches deal with multi-dimensional data. We then discuss some of the 

practical problems in implementing Machine Learning Systems. These include: missing or 

corrupted data, incorporation of heterogeneous and multimodal data, and generalization 

across patient populations and clinical settings. Finally, we discuss promising future 

research directions, including the most recent developments in Deep Learning. 

1. Introduction 
Advances in the development of smart sensors and intelligent communication systems 

combined with the proliferation of smart devices and access to cheaper and more effective 

power and storage mechanisms have led to an explosion in healthcare data in the past few 

years.  In 2012 healthcare data worldwide amounted to approximately 500 petabytes and 

by 2020 the amount is projected to be 25000 petabytes [1]. The large quantities of data, 

generated in hospital and at home, present the opportunity to develop data-driven 

approaches for delivering best practice and improving patient outcomes. The key clinical 

challenge is to interpret the available data in order to provide better and faster decision-

making and thus improve the standard of patient care and, consequently, patient health 

outcomes. Data-driven systems being developed aim to provide disease diagnosis, offer 

online patient tracking, identify physiological deterioration, provide risk assessments, as 

well as predict the occurrence of severe abnormalities such that suitable interventions can 

be put in place in a timely manner. 

One important set of approaches to this challenge is Machine Learning Systems. These are 

computer algorithms that analyse and interpret data in a way that automatically recognizes 

underlying patterns and trends. Compared to more traditional statistics-based approaches 
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where prior information about the process to be modelled is required, machine learning 

favours a black box approach: the relationship between different variables does not need 

to be fully understood. For instance in disease diagnosis systems, the underlying labelling 

processes are not particularly important; the system just needs to learn how to replicate 

them. While this black-box approach does not provide any knowledge into the way the 

different parameters are associated with outcomes, it is particularly suitable for healthcare 

monitoring applications where the available information to be processed is very complex.  

Variables to be combined are often present in a plethora of different formats, such as lab-

results, clinical observations, imaging scans, continuous waveforms and more, and the 

associations between the different variables are not always clearly understood. The human 

expert, the gold standard of clinical decision-making gains clinical acumen in large part 

through experience.  The basic principle of Machine Learning is not far-off: for a computer 

to be taught how to perform a task we need to provide it with enough examples of how it 

should be done. As more information is added to the system, the “experience” grows and 

the decision making is improved.  

The potential of machine learning clinical applications is enormous. In complex medical 

cases, the inclusion of aggregate data may reveal new information that is not seen by the 

individual. Machine learning systems additionally offer the possibility of dynamic, online 

monitoring at home and the hospital and are particularly useful in situations where real-

world constraints may restrict the number of clinical staff attending to the patients. 

Moreover, the ability of machine learning models to analyse massive amounts of constantly 

refreshed, diverse information in real-time, via Big Data/Deep Learning approaches, offers 

the potential of quick and effective decision-making at a decreased cost. Additionally, 

machine learning can provide input which is similar to that of a truly independent expert 

since it circumvents the confirmation bias of the clinical expert [2]. However, the size and 

complexity of the data sets, which are often multidimensional and dynamically changing, 

means that interpretation is extremely difficult, even for expert clinicians. Prediction 

accuracy depends on the amount of data available to build the system’s “experience”.  

Additionally, because the researcher is searching for patterns without knowing what may 

emerge, findings need to be validated using stringent methods, in order to ensure that they 

are not occurring by chance.  

In this chapter we will introduce the principles of machine learning and review models 

currently used for event prediction and decision support in healthcare monitoring. In 

particular, we highlight how these approaches deal with multi-dimensional and 

heterogeneous data. We then discuss some of the practical problems in implementing 

Machine Learning Systems. These include: how to process missing or corrupted data and 

how to process heterogeneous and multimodal data. Finally, we discuss promising future 

research directions, including the most recent developments in Deep Learning. 

2. Machine Learning Models 
Machine learning models are computer programs that can “learn” important features of a 

dataset (the training set) such that the user can make predictions about other data which 
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were not part of the training set (the test set). Applications arising from these models 

include classifiers which can separate datasets into two or more classes based on attributes 

measured in each dataset [3] or regression models which can estimate continuous variables. 

In the context of clinical applications, classifiers have been proposed for disease diagnosis 

(computer-aided diagnosis-CAD), event prediction, forecasting of patient outcomes, even 

to predict hospital mortality. Regression models, on the other hand, have been proposed 

for estimating risk scores and for estimating disease stage and predicting clinical 

progression.    

A machine learning model considers a large set of N D-dimensional feature vectors  

{𝑋1, … , 𝑋𝑁}, 𝑋 ∈ 𝑅𝐷 , called the training set which is used in order to tune the parameters 

of an adaptive model. In order to build a machine learning model, for each one of the 

feature vectors, we need to have a corresponding target value {𝑌1, … ,  𝑌𝑁}, 𝑌 ∈ 𝑅𝐾.  When 

building a binary classifier,  𝑌 ∈ {0,1} (the label), while in the case of building a regression 

model 𝑌 may be multidimensional, takes a continuous value from a usually predefined 

range.   The goal of building a machine learning model is to build a rule which can predict 

𝑌  given 𝑋 , using only the data at hand. Such a rule is a function ℎ: 𝑋 → 𝑌  which is 

essentially the machine. The exact form of the function ℎ(𝑋) is determined during the 

training phase (sometimes also referred to as the learning phase), using the training data: 

this type of learning is called supervised. Once the model is trained, it can then be used to 

determine Y for new values of X, not used in the training set, i.e., the test set. The ability 

to predict Y correctly from new values of X is known as generalization and it is a central 

goal in machine learning and pattern recognition [4].  

It is also possible to build a machine learning model based only on the input vectors X, 

without any corresponding target values. These type of unsupervised learning approaches 

aim to discover groups of similar attributes within the dataset (clustering), to determine the 

distribution of data within the input space (density estimation) or to reduce the 

dimensionality of the input space for the purpose of visualization [4].   

The steps involved in building a machine learning algorithm are: 

 Choosing the analysis model  

 Choosing the attributes of the dataset that will comprise the features of the system  

 Training the model  

 Validating the model on the test data  

In the following sections we will review current approaches for addressing every step of 

the process and discuss considerations related to clinical applications.  

2.1 Model Selection  
The first applications of machine learning in biomedicine were based on Artificial Neural 

Networks (ANN) and the promise of building systems modelled after the structure and 

functioning of the brain [5]. The systems showed a lot of promise and led to many 

applications in biomedical image and signal analysis. However, the complexity and lack of 

understanding about how the different components of the systems are connected made it 
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difficult to interpret the outputs in a clinical context. Further effort was then made to create 

linear models which for pattern recognition in biomedicine, which have the advantage of 

being easier to analyse and interpret in a meaningful way and are also computationally 

efficient. An example of a linear model, which has been used extensively in biomedical 

applications, is Support Vector Machines (SVM) which combines the simplicity of a linear 

process for separating high-dimensional feature data with the sometimes necessary 

complexity of non-linear modelling of the input data in order to obtain the high-

dimensional feature space [6]. It is often the case, however, that clinical data contain high 

amounts of noise (for example physiological signals obtained via wearable sensors). To 

address this uncertainty in the data and at the same time to incorporate prior knowledge 

into the decision-making process, methods based on Bayesian inference have been 

introduced and have made significant impact in the detection and assessment of disease in 

biomedicine [5]. In the next sections we will describe the methodologies employed in 

ANNs, SVMs and Bayesian Networks and discuss the respective advantages and 

disadvantages of each technique when applied to the analysis of multidimensional clinical 

data.  

2.1.1 Artificial Neural Networks 
Artificial Neural Networks (ANNs) are mathematical models which attempt to simulate 

the structure and functionality of the brain. The building blocks of such networks are 

mathematical functions which are interconnected using some basic rules. The parameters 

of each building block are learnt during the process of training.  ANNs have shown great 

potential in approximating arbitrary functions, however, in some practical applications it 

was found that the brain-like structure could sometimes impose entirely unnecessary 

constraints [4]. Feed-forward neural networks, e.g., the multilayer perceptron, have shown 

to be of greatest practical value and have been widely applied to biomedical clinical data 

analysis. Figure 1 shows a general structure of a feed-forward neural network. In a feed-

forward neural network the route from the multidimensional input space to the 

multidimensional output space involves a series of functional transformations via the so-

called hidden layers. The first step is to construct M linear combinations of the input 

variables 𝑥1, 𝑥2, … . . , 𝑥𝐷 in the form 

           𝑎𝑗 = ∑ 𝑤𝑖𝑗
(1)

𝑥𝑖 + 𝑤𝑗0
(1)𝐷

𝑖=1                                          (1) 

Where 𝑗 = 1, … … , 𝑀 and 𝑀 is the number of hidden units and the superscript (1) indicates 

which layer the parameters 𝑤𝑖𝑗
(1)

 (the weights) and 𝑤𝑗0
(1)

 (the biases-nodes allowing for any 

fixed offset on the data) originate from [4].  The outputs 𝑎𝑗, known as activations are then 

transformed using nonlinear activation functions ℎ(∙) to give  

                               𝑧𝑗 = ℎ(𝑎𝑗)                                             (2) 

which are the hidden units of the network. The same procedure is then repeated in order to 

produce the output unit activations: 

 𝑎𝑘 = ∑ 𝑤𝑘𝑗
(2)

𝑧𝑗 + 𝑤𝑘0
(2)𝐷

𝑗=1                                          (3) 
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where 𝑘 = 1, … … , 𝐾 and 𝐾 is the number of outputs. The output unit activations are then 

transformed using another activation function to give the outputs, 𝑦𝑘.  

                                                                𝑦𝑘 = 𝑙(𝑎𝑘)                                                   (4) 

 

Figure 1. Feed-forward neural network (adapted from [4]). 

The choice of activation functions in all layers of the network is usually determined by the 

type of application and data characteristics.  Sigmoidal functions are often used (logistic 

sigmoid or the tanh function), especially for binary classification problems [4]. 

 

2.1.2 Support Vector Machines 
In its most common formulation, the Support Vector Machines approach considers N-

dimensional patterns 𝒙𝒊 and class labels 𝑦𝑖  which are trained in order to estimate a function 

𝑓: 𝑅𝑁 → {±1} such that 𝑓 will correctly classify new examples (𝒙, 𝑦), that is 𝑓(𝒙) = 𝑦 for 

examples (𝒙, 𝑦), which were generated from the same underlying probability distribution 

𝑃(𝒙, 𝑦) as the training data [6]. The SVM classifier is based on the class of hyperplanes  

(𝑤 ∙ 𝒙) + 𝑏 = 0, 𝑤 ∈ 𝑅𝑁 , 𝑏 ∈ 𝑅 ,                                (5) 

 

where the decision function is given by 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛((𝑤 ∙ 𝒙) + 𝑏)                                        (6) 
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The optimal hyper-plane, defined as the one with the maximal margin of separation 

between the two classes, can be uniquely constructed by solving a constrained optimization 

problem whose solution w has an expansion 𝑤 = ∑ 𝑣𝑖𝒙𝒊𝑖  in terms of training patterns that 

lie on the margin, the so-called support vectors. Because equations (4) and (5) depend only 

on dot products between patterns, it is possible to map the training data nonlinearly into a 

higher-dimensional feature space 𝐹, via a map Φ, and construct the optimal separating 

hyper-plane in 𝐹 . This is accomplished by substituting 𝛷(𝒙𝒊)  for each pattern 𝒙𝒊  and 

simple kernels k, such that  

𝑘(𝒙, 𝒙𝒊) ∶= ((𝛷(𝒙) ∙  𝛷(𝒙𝒊))                                    (7) 

The decision boundary then becomes  

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝑣𝑖
𝑙
𝑖=1 ∙ 𝑘(𝒙, 𝒙𝒊) + 𝑏) ,                                   (8) 

where the parameters 𝑣𝑖 are computed as the solution of a quadratic programming 

problem.  

In input space the hyper-plane basically corresponds to a nonlinear decision function whose 

form is determined by the type of kernel used [6] (see Fig. 2). Depending on the application 

at hand, different kernels may be used. Commonly used are the radial basis function (RBF) 

given by  

𝑘(𝒙, 𝒚) = exp (−‖𝒙 − 𝒚‖2   )/2𝜎2 ,                                       (9) 

where σ is a scaling factor [6] and  the polynomial given by 

𝑘(𝒙, 𝒚) = (𝒙 ∙ 𝒚)d ,                                           (10) 

where d is the order of the polynomial. 

 

Figure 2. The kernel trick in Support Vector Machines formulation (adapted from [6]).    
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2.1.3 Bayesian Networks 
Clinical datasets are often noisy and incomplete, making the building of machine learning 

models challenge. A way of dealing with noisy observations is to consider measured 

variables as latent states from which noisy observations are made [7]. Because many 

patient aspects are not directly measurable, state-space approaches have been extensively 

considered for obtaining reliable estimates of physiological states under uncertain 

conditions. Kalman Filters (KFs), are a good choice for dealing with noisy data since they 

treat measurements as noisy observations of an underlying state and update the state only 

if high confidence in the current state is high, conditioned on the previous observation [7]. 

Noisy observations are then naturally rejected and not taken into account in the calculation 

of the state.  Bayesian approaches are also able to meet these challenges by incorporating 

uncertainty into the decision-making process. In the recent years, Bayesian methods have 

experienced a huge popularity for the development of biomedical applications and have 

shown promising performance in modelling a range of problems relevant to biological 

learning [5]. In classification problems, for instance, Bayesian approaches consider class 

conditional distributions, 𝑃(𝐷/𝐶),  (where D is the data and C is the class) which can be 

trained for each different class.  The conditional probability of each class given data D can 

then be calculated using Baye’s rule to obtain  

𝑃(𝐶/𝐷) =  
𝑃(𝐷/𝐶)𝑃(𝐶)

𝑃(𝐷)
                                                (11) 

Classification of novel examples can then be performed by computing the likelihood over 

each model.  

Bayesian networks are graphical models where each node represents a random variable and 

each link represents the dependencies between the linked variables. Along with the 

graphical structure of the network, a joint probability distribution 𝑃𝑟 is learnt using the 

training data; for each random variable 𝑉𝑖 represented by a node, a set of conditional 

probability distributions is determined connecting it to all the nodes it follows (sometimes 

referred to as the parent nodes and symbolized by 𝜋(∙)), Pr (𝑉𝑖 𝜋(𝑉𝑖)⁄ ). These sets of 

conditional probability distributions with each other define a unique joint probability 

distribution that factorises over the graphs structure as [8]: 

Pr (𝑉1, … . , 𝑉𝑛) = ∏ Pr (𝑉𝑖 𝜋(𝑉𝑖)⁄ )𝑛
𝑖=1                         (12) 

A restriction in the graphical models defined is that there can be no directed cycles, i.e., 

that the structure of the graph does not permit for a path which starts and ends at the same 

node, for this reason such graphs are also called acyclic graphs [4]. 

An advantage of Bayesian Networks compared to other approaches such as SVMs and 

ANNs is that they allow for interpretation of the interactions between different variables 

which makes them easier to combine with findings from clinicians.   
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2.2 Feature extraction and selection 
The number and choice of features is critical to the success of a machine learning model. 

Using too many features relative to the number of “events” may results in overfitting, a 

result of the classifier learning the training data instead of the underlying trends of the data 

[3]. This is a common problem in healthcare monitoring applications where usually the 

number of training instances available is small. Using a large number of features also 

requires a large training dataset in order to reliably estimate the relationships between the 

multidimensional variables, a phenomenon known as the curse of dimensionality.  While 

there is no widely accepted rule for the ratio of features to “events”, as a rule of thumb, at 

least ten events are needed per feature to achieve a reasonable predictive performance [9]. 

The choice of features is another crucial issue. Depending on the application of the machine 

learning model, the features selected are usually picked such that they have some bearing 

on the associated physiological process. These features would be the ones a clinician would 

review in order to assess the physical state of the patient. For example when building a 

system which may predict exacerbations in patients with Traumatic Brain Injury (TBI), 

intracranial pressure (ICP) should be included since it is the most important identifier of 

an exacerbation. For people with chronic cardiorespiratory problems elevations in heart 

rate (HR) and respiration rate (RR) and a drop in oxygen saturation (% SpO2) are the most 

important precursors of an exacerbation. As a result HR, RR and % SpO2 are obvious 

choices for features to be used in a predictive model for such exacerbations. It is often the 

case, however, that more abstract characteristics are used as features for a machine learning 

model. Examples are frequency characteristics of the ECG signal, such as the amount of 

entropy in different frequency bands, used for the diagnosis of Atrial Fibrillation (AF) [10] 

or statistical texture features extracted from medical images in order to identify malignant 

tumours [11]. While these abstract characteristics cannot be directly linked with 

assessments a clinician would make for making a decision, they often reveal strong links 

with medically relevant information.    

2.3 Training, testing and evaluation metrics 
The data required for training and testing machine learning models are most often collected 

via clinical trials. The protocols of these clinical trials need to reflect the requirements of 

the algorithm to be designed. Collected data naturally need to correspond to the variables 

defined in the model. Enough data need to be collected, guided by the dimension of the 

feature space, so that the relationships between the different variables can be reliably 

derived. Target values need to be carefully defined. For example, when designing systems 

to identify “events”, such as physiological exacerbations, the training data need to be 

chosen as to contain enough clearly marked occurrences of such events. This is often a 

challenge when building systems for diagnosing rare events and diseases.   

In classification problems, human labelling, the “gold standard” of clinical diagnosis, is 

usually done by clinicians. Human labelling, however, suffers from inconsistencies, known 

as intra- and inter-rater variability.  To alleviate this, often, multiple raters are used and 

only data with consistent labels across raters are used for building the classifiers.     
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Performance evaluation of machine learning algorithms is usually assessed based on 

predictive accuracy compared to the “gold standard”. Sensitivity, Specificity, and 

Accuracy are the metrics most often used and in many cases a trade-off between true 

positive and true negative rate needs to be defined since the “cost” of each different type 

of error varies depending on the application. Sensitivity, given by TP/(TP+FN) where TP 

are true positives and FN are false negatives, measures the proportion of poor quality 

signals that have been correctly identified as such. Specificity, given by TN/(TN+FP) 

where TN are true negatives and FP are false positives, measures the proportion of good 

quality signals that have been correctly identified as acceptable. Accuracy corresponds to 

the proportion of signals that have correctly been classified. Receiver Operating 

Characteristic (ROC) curves serve as a graphical representation of the trade-offs between 

the Sensitivities and Specificities of each model specification.   While accuracy could be 

used as a metric for evaluating the performance of the system, the “cost” of a false positive 

(i.e., a signal identified as acceptable which is actually unacceptable) may be higher in 

practice than that of a false negative (i.e., an acceptable signal identified as unacceptable). 

The former would result in a false alert whereas the result of the latter would result in the 

rejection of signal which could actually have been used. In such situations, decision 

functions may be defined where the relative cost of each error is weighted or thresholds 

may be set in the minimum acceptable value of each metric, such that the best model for 

every application may be chosen. 

Figure 3. Example ROC curve indicating operating point selection based on different 

criteria.  
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Cross-Validation 

Cross-validation is a method often used in order to evaluate machine learning models 

which allows all data points to be used in both the training and testing phases of the model 

evaluation procedure. In K-fold cross-validation all available data are firstly divided 

randomly into K different equally sized groups. At each iteration, one group is treated as 

the test set and the remaining K-1 groups are used as the training set. A model is then 

trained K times, each time using one of the training sets and the associated test set and the 

overall accuracy is measured as the average of the accuracy measures of over the K 

iterations [4].   

3. Challenges related to clinical applications 
For real-life clinical problems, analysis of data is not straightforward, and cannot simply 

be reduced to the application of standard machine learning algorithms. Whilst data quality 

and analysis issues are not unique to healthcare, the acquisition of data from human patients 

brings additional challenges that do not occur in other fields. Two prominent challenges 

are the analysis of datasets with missing or corrupted data, and the analysis of 

heterogeneous and high-dimensional data. 

3.1 Corrupted and Missing Data 
Corrupted data occurs when a recorded measurement does not accurately reflect the true 

state of the object or person being measured. Missing data occurs when there is no recorded 

measurement at a given point in time. If left unrecognised, analysis that does not take into 

account missing or corrupted data may to lead to inaccurate decision-making. In the worst 

cases, this could mean patients being assigned the wrong course of treatment. In the UK 

healthcare system alone, data of poor quality has previously been linked to unnecessarily 

cancelled operations, and undetected outbreaks in C. difficile infections [12]. 

To understand why health data are often of poor quality, it is helpful to first consider the 

steps typically involved during data collection. In general, the clinical data from patients 

involves multiple stages (Fig. 4), each allowing possibility of data corruption. Two of these 

stages are now discussed in greater detail. 

Patient-Medical Device: In many common scenarios, the first opportunity for data 

corruption occurs when patient measurements are recorded using medical equipment. 

Incorrect use of medical equipment has been associated with erroneous measurements in a 

wide variety of clinical situations. For instance, Boba et al. [13] found that many breast 

core needle biopsies produced false-negative results due to sampling from an inappropriate 

site. 

Vital sign monitoring is particularly prone to error caused by patient-device interaction. In 

the case of pulse oximeters, that measure the level of oxygen in the blood (SpO2), corrupted 

data are often due to poor attachment of the device to the finger [14]. The relative motion 

between finger and device leads to physiologically implausible measurements known as 



11 
 

motion artefact. Motion artefacts are a common problem for other physiological 

measurements including heart rate (via ECG) and activity detection (via accelerometers) 

[15,16]. 

 

Figure 4: Data flow during the collection of health data from patients. Multiple stages of 

data transfer are usually necessary before the final data items are stored securely within 

a data warehouse. 

The problem of poor device attachment is becoming increasingly important as attempts are 

made at medium and long-term ambulatory monitoring outside of the hospital environment 

to reduce pressure on emergency services [17]. In these cases, the state-of-the-art is to 

apply an adhesive patch to the patient’s sternum. Each patch contains a set of integrated 

sensors that can monitor multiple vital signs concurrently [18,19]. The patients monitored 

tend to be more physically active than those monitored in-hospital which leads to greater 

levels of motion artefact. These artefacts are compounded by the practical problem of 

deterioration of patch adhesion over time. 

Even if reliable device attachment can be guaranteed, the accuracy of the medical devices 

themselves may vary. In many cases, medical instrumentation is subject to regulations that 

guarantee tolerance (that is, variation from the true value). For instance, the US Food and 

Drug Administration mandates that all pulse oximeters for medical use have a maximum 

root mean squared error of <3% over the normal operating range [20]. However, multiple 

reviews of pulse oximeters have shown much greater variability when tested on healthy 

individuals [21].  

Finally, we note that in some instances, there are multiple clinically-accepted methods for 

measuring the same data item. This can lead to instances in which variability is due to the 

measurement method, rather than the patient’s true state. Core body temperature may be 
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measure using either oral mercury, oral electronic, or tympanic electronic thermometers 

[22]. Blood pressure is traditionally measured using a mercury sphygmamometer. During 

measurement, an inflatable cuff temporarily cuts off blood flow to the arm. As the cuff is 

deflated, characteristic ‘Korotkoff’ sounds are used to identify the peak (systolic) and 

trough (diastolic) of the blood pressure waveform [23]. Modern semi-automatic blood 

pressure monitors take a different approach. The monitors measure the amplitudes of 

oscillations in the blood pressure cuff caused by the expansion of the arteries as blood is 

being forced through. These measurements are then converted into systolic and diastolic 

blood pressures derived empirically [24]. Pavlik et al. tested semi-automatic against 

manual methods, showing that the semi-automatic method produced consistently higher 

blood pressure readings [25]. Similar studies showing discrepancies between the two 

methods have since been reported for hypertensive patients and home-monitoring devices 

[26,27] 

Clinical Expert – Paper/Electronic Record: Having successfully taken a patient’s 

measurements, the next step is for the clinician to interpret and validate the measurement. 

Error in clinical interpretation can occur through misreading information. For example, the 

oversight of a decimal point has led to high profile medication errors [28]. In response, 

national agencies have specific recommendations for numbers, including the avoidance of 

trailing zeros (to differentiate 1.0 and 10, for example) [29]. Clinical interpretation may 

also involve combining raw information into aggregate scores. For instance, the overall 

level of patient severity may be assessed through the use of Early Warning Scores (EWS). 

These scores assign an integer value to vital sign measurements; the sum of these values 

forms an EWS that is used to inform level of in-hospital care. These relatively simple 

calculations have repeatedly been shown to be erroneous approximately 20% of the time 

[30, 31]. 

The final clinically-validated data are transcribed to an official clinical record, which may 

be paper-based or electronic. The process of data transcription is prone to further error. For 

instance, Callen et al. [32] describe, for an Australian metropolitan hospital, how both 

handwritten and electronic systems contained clinically significant medication 

transcription errors in discharge summaries (handwritten: 12.1% and electronic: 13.3% for 

13000+ medications). The authors suggest numerous potential factors that may contribute 

to the level of error, including heavy workload and distractions from the current task. 

Further causes of transcription error include unintuitive design and lack of training [33,34] 

3.1.1 Reducing Corrupt Data 
The previous section showed the multiple steps required to collect health data, and how 

each step is prone to data corruption. In instances when data collection is on-going, it is 

highly desirable to optimise these steps to maximise the reliability of the data for 

retrospective analysis. 

One way to reduce patient-medical device errors is to improve the sensors within the 

device. Whilst integrated adhesive patches represent the current clinically viable method 

for recording vital signs, novel techniques are being developed that may reduce the 
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problem of motion artefact. Batchelor et al. tackle motion artefact by using alternative 

methods of affixation [35]. Their prototype transfer tattoo electrodes provide a strong 

attachment to the skin and higher durability than traditional electrodes whilst producing 

similar data reliability (as evidenced through signal-to-noise ratios). Tarassenko et al. [36], 

as well as multiple others [37,38], take another approach. Rather than ensuring the best 

possible contact, they attempt to measure vital signs with no patient contact, using video 

images. Results using the contactless techniques are comparable to traditional monitoring 

methods for patients at rest, with a mean absolute difference of approximately 3 beats/min 

for heart rate measurements. 

Another way to reduce data corruption is to eliminate the amount of interpretation and 

transcription of clinical measurements. For vital sign data, incorrect calculations of EWS 

has been virtually eliminated with the help of electronic data entry at the bedside [39]. 

These so-called e-Obs systems allow users to type data; the system then automatically 

calculates the EWS and may provide care recommendations [40,41]. This idea has been 

extended by medical device manufacturers, who have created integrated vital signs 

monitors that automatically send the EWS score and vital signs directly to the hospital’s 

Electronic Patient Record [42]. 

Automated systems that reduce transcription have become increasingly commonplace in 

modern healthcare. The rise of Computer Physician Order Entry (CPOE) systems to 

standardise and automate the ordering of medication has been associated with reductions 

in nursing transcription errors [43]. Another electronic systems designed to reduce 

transcription error is the Bloodtrack system for blood transfusions [44]. Bloodtrack 

electronically allocates compatible red blood cell units by using barcode scanners to 

identify both the patient and blood packet. The introduction of the system has been 

associated with improvements in safety checks during blood sample collection, in addition 

to reduction in time to deliver blood [45,46]. 

A final way to increase data quality is to identify corrupt data in real-time and encourage 

human intervention. In the simplest cases, this means preventing a user from entering 

implausible data. For instance, in the case of CPOE systems, drug-drug interactions data 

can be used to prevent prescription of potentially dangerous drug combinations [47]. 

A more sophisticated example is the Phillips Intellivue vital sign monitor. These devices 

measure multiple types of vital signs continuously and are used to monitor patients at risk 

of rapid deterioration. These devices generate audible alarms that indicate when the 

monitor data are unreliable and the vital signs sensors need to be reattached. The technical 

details for determining periods of unreliable data (typically via Signal Quality Indices) are 

explained in Section 3.1.2. 

Whilst the adoption of processes that reduce corrupt and missing data is helpful for a wide 

range of healthcare related tasks, such as medical research and hospital management, there 

are multiple other competing aims within real clinical practice. Most importantly, standards 

of patient care should not be compromised. Bonnici et al [48] highlight this in the context 
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of wireless sensors, implying that patient choice and comfort is of paramount importance 

for successful implementation of remote monitoring systems.  

Financial cost also needs to be considered. There is a trade-off between using the best (and 

most costly) equipment, and the level of improvement in staff efficiency and data quality 

that can be achieved [49]. For some in-hospital electronic solutions, improvements in data 

quality have been offset by significant increases in time to complete clinical tasks [50]. 

3.1.2 Identifying Corrupt Data 
In reality, data corruption cannot be eliminated completely during the measurement and 

documentation process. Methods are therefore required to process and analyse low quality 

data. The first step of this process is to correctly identify the corrupt portions of the data 

set. In particular, it is important to accurately distinguish between an unusual, but true, 

measurement that may have clinical significance and abnormal data due to artefact. One 

common way to identify artefactual data is through Signal Quality Indices (SQIs). A SQI 

is a measure of confidence in the reliability of a data point. Typically, the development of 

an SQI begins by selecting relevant attributes, or features, that should be present in high 

quality data. Three popular types of features are: 

Range Checking compares the data to physiologically plausible ranges. Any measurement 

outside the range is considered to be low quality. Tat et al. [51] implement range checking 

to evaluate the quality of an ECG signal. Part of their SQI involves converting the raw 

signal to a heart rate. Heart rates outside of the range 30-210 are considered bad quality. 

Inference based on simultaneously recorded data – relies on the fact that measurements 

are often not independent. For instance, there is strong correlation between continuous 

blood pressure signal and ECG. Johnson et al. [52] make use of this by developing a SQI 

for heart rate, in which a high data reliability is estimated when the two signals peak at 

similar times.  

Comparison to previous values compares the current data to previously measured values. 

If the difference between the current and previous values is deemed to be improbable, the 

measurement is considered to be invalid. Clifton et al. showed one implementation of this 

approach for tympanic thermometers. By using Bayesian changepoint detection, natural 

variation in temperature was distinguished from an unexpected step-change in temperature 

due to calibration error [53]. 

If the original waveform data are available, more complex features may be used. These 

may include morphological features (that is, recognition of typical shapes of data), and 

frequency features generated after the raw signal has been converted into its frequency 

components using a Fourier transform. For instance, Orphanidou et al. show, for ECG 

signals, how differences in morphology may be measured using an average cross-

correlation between a template and unknown data [54]. A review from [55] indicated that 

this approach was particularly specific for ECG signal quality in comparison to alternative 

features. 
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SQI may be derived from one or more of these features. If multiple features are used, they 

must be combined in some way to produce a single result. The synthesis of multiple 

features is often completed using machine learning methods, like the example covered in 

case study 2 [56]. 

Setting the threshold between good and bad data quality is itself a challenging problem. In 

the previous example, the threshold was determined via clinical experts who were asked to 

label the training data. In many cases however, acceptable signal quality is often task 

dependent. For instance, in the case of PPG, respiratory rate is often detected using the 

small amplitude, low-frequency part of the signal – a high threshold on data quality is 

required. In contrast, heart rate can be computed from portions of the signal that typically 

have greater amplitude and less prone to random noise. Practically, this means that signal 

quality indices are highly specific to the clinical setting, a finding supported by Nizami’s 

review of 80 artefact detection methods used in critical care medicine [57]. 

3.1.3 Processing Corrupt and Missing Data 
After the identification of corrupt data, there are, broadly, two possible options: to use the 

corrupted data, or to discard the data. 

Using corrupt data 

Correction of corrupted data is possible when the mechanism by which the data were 

corrupted is known. For instance, in the case of an ECG signal, the observed signal is often 

subject to baseline wander caused by respiration, motion, or gradual changes in the ECG 

electrodes [figure 5]. The baseline wander artefact is known to primarily affect low 

frequencies, so a high pass filter can be used to eliminate the spurious part of the signal 

[58]. 

In the majority of cases, it is not possible to correct artefacts. However, even then, artefact 

may be non-random and can be used to infer additional useful information. For instance, 

in the case of EEG signals that measure brain activity, artefactual changes in the signal 

may be caused by muscle movement as the eyes blink. In many applications, the blink 

artefact is a nuisance, and there have been many attempts to identify and remove eye-blink 

artefacts [60,61]. However, for certain applications, knowledge about blinking may be 

useful. For instance, the clinical standard for determining level of consciousness is partly 

determined by whether a patient’s eyes are open [62]. If one were to attempt to ascertain 

consciousness level using EEG (as has been attempted by [63,64]), the eye-blink artefact 

may contain useful information. 

Even if artefactual data does not present useful information for the task at hand, a curated 

and annotated set of known artefacts can be used as exemplars to improve future artefact 

detection. Lawhern et al. use this approach for EEG signal classification to identify jaw 

and eye motion artefacts. Sections of EEG signal were first parameterised in an 

autoregressive model. The model parameters were then were successfully classified using 

Support Vector Machines, such that real signal was distinguished from multiple types of 

EEG artefact [65]. 
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Fig 5: Baseline wander in an ECG signal. The original signal (in blue) has a low frequency 

variation associated with respiration rate. By applying a high-pass filter (in red) the 

baseline wander can be removed to allow easier signal processing [59]. 

 

When data cannot be reasonably corrected, they are often removed from analysis. The way 

that missing data are handled is of paramount importance; it is easy to inadvertently 

introduce bias that leads to spurious results. One example of this is an early version of the 

cardiovascular risk score, QRISK [66]. QRISK (and its successor, QRISK2 [67]) outputs, 

for a patient, a percentage risk of cardiovascular disease within the next ten years. The 

output is based on an extensive range of variables including family history, smoking status 

and age. When data are missing, it attempts to estimate the missing values. However, the 

effect of this has led to unexpected outcomes, including an implausible null association 

between cholesterol level and cardiovascular risk [68]. Problems with imputation in 

QRISK have since been corrected and the algorithm revalidated [69]. 

Missing data can be categorised in three ways. Data Missing Completely At Random 

(MCAR) means that data points are missing at random, AND the missing value is 

independent of any other values in the data set. Data Missing At Random (MAR) means 

that data points are missing at random, but that the missing data can be partially explained 

by other variables in the data set. Data Missing Not At Random (MNAR) means that data 

points are not missing at random, such that the probability of the data being missing is 

associated with its value. In practice, it is often difficult to distinguish between these three 

categories, as the missing values are not known. However, knowledge of these missing 

data mechanisms is useful for recognising potential bias introduced by techniques for 

analysing incomplete data sets. 
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Listwise Deletion 

The simplest technique for analysing incomplete data sets is to remove records with 

missing data, known as listwise deletion. This process ensures that only completed sets of 

data are used to construct models. Listwise deletion is typically appropriate when only a 

small percentage of data are missing (e.g. 1%) [70]. Listwise deletion has two significant 

drawbacks. First, the remaining data set will be biased, with reduced variability in the 

missing variable, if data are not MCAR. Second, valid information is unnecessarily 

discarded when there are multiple variables for each data record.  

Data Imputation 

Rather than removing missing records, one can attempt to replace the missing data 

elements with values estimated from the observed data, a process known as data 

imputation. A simple method for imputation, mean imputation, is to replace the missing 

data with the mean of the all other observations of that variable. This approach has been 

adopted within clinical software for detection of physiological deterioration from 

continuous vital signs [71]. In this case, the speed and simplicity of mean imputation was 

a useful practical method that allowed assessments of deterioration to be conducted in real-

time. Mean imputation should be applied with caution, as the variance of the complete data 

set after imputation will lower than the true value.  To avoid this problem, we may instead 

randomly sample from the distribution rather than selecting the mean, a process known as 

stochastic imputation. Unbiased sampling from an arbitrary distribution can be achieved 

using Gibbs sampling, or other Monte Carlo Markov Chain approaches [72]. 

If data are MAR (not MCAR), the underlying relationship between the observed and 

missing data can be used to provide a more precise imputation. One such method is 

regression mean imputation. Under this scheme, complete data records are used to regress 

(typically linear regression) the variable with missing data onto all other variables. The 

resulting equation is then used to impute the missing data points. Like simple mean 

regression, this deterministic approach (the unknown value is completely determined by 

the observed variables) artificially reduces data variability. 

The regression approach can be extended to non-continuous variables. For example, 

logistic regression can be used for categorical variables [73]. In the case of censored data 

where values outside of a given range are unknown (for instance, due to limited time for 

study follow-up, or when the dynamic range of a sensor is too small) the Tobit model for 

truncated regression provides a non-biased estimate [74].  

Another simple method for imputation, used in particular for time series data, is ‘last value 

carried forward’ also known as ‘sample-and-hold’. Under this scheme, missing data are 

replaced with the last known value. Compared to the mean imputation approaches, sample-

and-hold makes the additional assumption that subsequent observations are likely to be 

more similar than observations taken at random times. 

The primary limitation of each of these methods is that the inherent uncertainty of missing 

data are discarded. More complex approaches, including multiple imputation, maximum-
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likelihood, and Gaussian process regression, circumvent this by using probability 

distributions to model the missing data. 

Multiple imputation uses stochastic imputation to create multiple possible versions of the 

missing data record. All versions of the data set are analysed separately, and the outputs 

are averaged to get an overall result. Standard errors on the output parameters are calculated 

using Rubin’s rules [75]. Rubin’s rules take into account the variance of the missing data 

variable (determined as the variance within the completed records) and the variance of the 

multiple imputations. The reliability of multiple imputation estimates depends on the 

number of imputations used. Whilst initial research suggested a small number (3 to 5) 

imputations, Graham et al. showed that this was insufficient for estimating variance 

accurately [76]. Instead, they suggest using at least 20 imputations, a number that may 

increase depending on the overall percentage of missing data [77]. A more detailed tutorial 

on multiple imputation can be found in [78]. 

One popular implementation of multiple imputation when more than one variable has 

missing data is Multiple Implementation by Chained Equations [79]. Under this scheme, 

all missing data are initialised using mean imputation. Multiple imputation is then used to 

provide a more accurate estimate for each variable in turn. This process is repeated several 

times until convergence criteria are met. 

An alternative approach is Maximum-Likelihood (ML) estimation. A full description is 

provided in [80] and is summarised briefly here. ML methods model all of the measured 

data as a joint probability distribution function, f. The distribution function is parameterised 

by a set of free parameters, θ. For the simple case in which each variable is normally 

distributed, the joint pdf is a multivariate Gaussian that is fully defined by the mean and 

covariance. 

If each data record, 𝑥𝑖 , is independent, then the probability of attaining a given set of n 

observed data is provided by the likelihood function: 

𝐿 = ∏ 𝑓(𝑥𝑖|𝜃)𝑛
𝑖=1                                         (13) 

In the case when some of the data records contain missing elements, the probability can be 

described by marginalising f over the missing variables so that the likelihood of single data 

record, in which the set of M variables are missing, is: 

∫ 𝑓(𝑥𝑖|𝜃)
𝑀

                                          (14) 

ML attempts to find the most likely model instance by maximising the likelihood through 

adjustment of θ. In some instances, the maximum likelihood may be calculated 

analytically. However, in practice, the likelihood function may be highly non-linear and a 

closed form solution is not possible. In these cases, the likelihood function is maximised 

iteratively using methods such as the Expectation-Maximisation algorithm.  Because the 

parameter set, θ, fully describes the variables and the correlations between them, the 

parameters can then be converted to regression equation parameters if specific instances of 

imputation are required. 
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Gaussian process regression extends these principled approaches by taking into 

consideration temporal relationships. In Gaussian process regression, n data points from a 

time series are modelled as a single sample from an n-dimensional Gaussian distribution 

(Figure 6), defined by a covariance matrix. Any missing data are then simply represented 

by the conditional distribution: P(missing data | observed data), which is also Gaussian. 

The elements of the covariance matrix are determined via a covariance function that 

describes the expected change of the time series through time. In the simplest cases, the 

covariance functions simply describe how local measurements are highly correlated, and 

that correlation decreases as data samples become further apart in time. Alternatively, the 

covariance function can be based on domain-specific knowledge. For instance, Stegle et 

al. use a covariance function that takes into account periodic circadian rhythm for inferring 

missing heart rate [81]. 

Roberts provides a more comprehensive introduction to Gaussian process regression [82]. 

If multiple time series data are captured simultaneously, correlations between variables can 

also be modelled. Two similar approaches that model both temporal and inter-variable 

correlations using Gaussian processes are multi-task GPs and dependent GPs [83,84]. 

 

Figure 6: Simple example of a Gaussian process for two time points. The left figure shows 

the joint probabilities of all possible pairs of points as a bivariate Gaussian distribution. 

The right figure shows the time series plots for the three points on the distribution 

highlighted in blue, black and red. 
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Wong et al. show how Gaussian process regression in conjunction with other machine 

learning methods were used to generate alerts for abnormal vital sign data [85]. Likely 

distributions of the missing data were first imputed. The distributions were inputs to a 

model that generated alerts based on the vital sign abnormality, and the level of certainty 

in the data. 

In summary, analysis of missing data remains a complex problem. The optimal choice of 

data imputation technique depends on the specific problem, and should consider practical 

problems such as speed of implementation in addition to accuracy of the imputed data. 

Simple imputation may be used for some cases, but care should be taken to ensure that 

biases are identified. The fundamental limitation of such approaches is that a single value 

is used to represent the missing data point – thereby losing information about the 

uncertainty or ‘missingness’. By contrast, stochastic approaches such as multiple 

imputation, maximum likelihood and Gaussian process regression attempt to model 

missing data as distributions. Whilst these are more principled methods, they require more 

complex and time-consuming calculations. 

3.2 Integrating Heterogeneous Data Sources 
Typical care for a patient in a modern health service involves multiple types of data 

collected from a disparate range of sources. Data analytics that combines multiple sources 

of data, a process known as data fusion, is useful for two main reasons. First, the multiple 

data sources may provide complementary information that provides a more complete 

description of the problem. Secondly, the multiple sources may measure the same event, 

providing redundant information. Whilst the data itself may not provide any new 

information, the independent sources can be used to corroborate a given measurement and 

may be useful for assessing data corruption via Signal Quality Indices. 

In practice, the process of integrating data sources is fraught with difficulty. We now 

address three issues in data analysis with multiple sources and address how they are 

commonly dealt with in practice. 

3.2.1 Dimensionality and Feature Selection 
Combining multiple data sources into a super-set used for analysis increases both the 

volume and variety of data items. As the number of variables increases, the amount of data 

required to derive meaningful results increases exponentially – a phenomenon commonly 

referred to as the Curse of Dimensionality. Figure 7 demonstrates this phenomenon for 

categorical data. In the example, three data points are represented by red squares. For two 

variables (a 2D data space), this represents coverage of 3/9 possible states. The addition of 

a third variable (a 3D data space) means that the same number of data points represents a 

much smaller proportion of the possible states, 3/27. 

One solution to the Curse of Dimensionality is to determine an optimal subset of variables, 

a process known as feature selection. If done correctly, only unimportant variables are 

discarded. Multiple methods for feature selection have been proposed in the literature, and 



21 
 

Saeys et al. provide a detailed discussion of a wide range of feature selection techniques 

[86]. 

 

 

 

Figure 7: An example of the Curse of Dimensionality. (a) Variables v1 and v2 can take 

three possible values each. The three data points (in red) provide examples in 3/9 (33%) 

of possible combinations. (b) The addition of a new variable, v3, reduces the coverage to 

3/27(11%) of possible combinations. 

The most conceptually simple of feature selection techniques is Univariate Feature 

Selection and is appropriate when the target variable is known (i.e. supervised learning). 

In this method, each variable is taken in turn to see how it correlates with the target variable. 

Variables that have poor correlation are discarded. One drawback of this approach is that 

data redundancy is not considered. 

Another intuitive way of selecting features is Backward feature elimination/Forward 

feature construction. In backward feature elimination, all variables are initially included in 

a model that tries to explain the target variable. After this, one input is removed from the 

initial set of n, and the model is re-run. There are n possible variables to remove, leading 

to n different model results. The model that best describes the target variable is kept, and 

the associated input variable is discarded. This process is repeated until a pre-determined 

criterion is met. Forward feature construction uses the same iterative approach, but instead 

begins with only one input variable, and adds the most useful variable at each iteration. 

One model that lends itself well to feature elimination and construction methods is random 

forests, an extension of the decision tree algorithm [87]. In the case of feature elimination, 

a random forest model is first applied to all input variables. The variable that is least 

informative is the first to be removed. The level of information is determined through a 

scoring function. The function may include information about how many times a feature 
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appears in the individual decision trees, and the classification accuracy of each tree. 

Specific examples of scoring function are described in [88]. 

Unlike the univariate feature selection, both feature elimination and construction naturally 

deal with redundant information. If once an input variable is included, a similar input will 

only be incorporated if it provides significant additional information. Both approaches are 

also ‘greedy’ algorithms. This means that they select the best available choice on each 

iteration. Such approaches only guarantee an optimal solution under specific conditions 

[89]. 

The methods described so far find a subset of the original input variables. However, in 

some cases, input variables may themselves be based on some smaller set of unmeasured, 

latent variables. The process of recasting the initial input variables into the smaller set of 

latent variables is known as dimensionality reduction. Each new variable will be a function 

of the initial inputs, and may have no inherent meaning itself. Mathematically, 

dimensionality reduction can be considered a transformation of the initial data space into a 

feature space that can be used to describe most of the variance within the data set. Because 

these techniques solely rely on properties of the input data, they can be applied without 

reference to an output target variable. 

One common dimensionality reduction techniques is Principal Component Analysis [90]. 

PCA transforms data sets described by N-input variables to a data set described by M 

features. The M features are linear combinations of the input variables. They are derived 

by projecting the dataset onto the eigenvectors corresponding to the M largest eigenvalues. 

Figure 8 demonstrates PCA for a simple case in which N=M=2 (b), and N=2, M=1 (c). For 

(b), the PCA output results in a linear rotation of the data so that the data align with the 

principal axes. In (c), the axis with smaller range (and smaller eigenvalue) is discarded. 

The resulting dataset is dependent on y_1 only. 
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Figure 8: Demonstration of principle component analysis with two features .Initially, the 

data are fully described in terms of x1 and x2. PCA linearly transforms the data along the 

directions with greatest variance. In this case [y1 y2] = [a b; c d][x1 x2]. After the 

transformation, data are primarily a function of y1, and y2 can be ignored with minimal 

loss of information. 

 

Sammon maps [91] are another dimensionality reduction technique that attempts to 

maintain the Euclidean distance between points in the initial feature space, and a reduced-

feature output space. In this case, the axes of the output space represent non-linear 

combinations of the original features. The method considers all distances between data 

points so that a data set with n records requires n! computations – intractable for large 

values of n. For such data sets, approximations may be derived using a sparse set of 

comparisons [92] or by explicitly learning the transform function [93]. Due to its reliance 

on Euclidean distance, Sammon maps are not easily applicable to data sets that contain 

categorical or binary features. 
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3.2.2 Data Fusion of Heterogeneous Data 
The combination of multiple sources and types of data to provide a single, more 

informative, variable is known as data fusion. Many of the key data fusion concepts were 

developed within robotics and have since been adapted to healthcare data. A detailed 

discussion of data fusion can be found in [94]. Here, we describe two specific data fusion 

approaches, their engineering application, and their subsequent use for healthcare 

problems. 

Kalman filters have found wide-spread application in many different data fusion problems 

using clinical data [94]. The Kalman filter (KF) is a recursive linear estimator which 

calculates estimates for a continuous valued state that evolves over time on the basis of 

existing observations of the state [94]. The underlying assumptions are Bayesian 

(explained in 1.2.1.3) where estimations of parameters are made based on conditional 

probabilities. In the case of the KF the condition parameters are the probabilistic 

observations of the values of the variable in time.   The evolution of the parameter of 

interest 𝒙(𝒕) is, thus, described using an explicit statistical model. Another statistical model 

is also used to describe the way that the observations, 𝒛(𝒕), are related to  𝒙(𝒕).  The gains 

of the KF are then chosen such that the resulting estimate of the parameter of interest  �̂�(𝒕) 

minimises mean-squared error and is thus the conditional mean, �̂�(𝒕) = 𝑬[𝒙(𝒕)/𝒁𝒕]. This 

means that the estimated value is calculated as an average and not as a most likely value as 

in other probabilistic approaches. Because of the explicit description of process and 

observations, and the consistent use of statistical measures of uncertainty, the Kalman 

Filter framework makes it possible to incorporate different sensor models into the basic 

form of the algorithm. Additionally, at each point in time, it is possible to evaluate the role 

each sensor plays in the performance of the system, making it an ideal approach for data 

fusion.     

Example successful applications can be found in [95] and in [96]. In the former, a KF 

framework was employed in order to fuse heart rate (HR) estimates extracted from different 

signals based on individual Signal Quality metrics for each signal. In the latter, an 

extension of the basic KF framework was used, the Factorial Switching Kalman Filter 

(FSKF) which applies a third set of variables, in addition to the observations and states of 

the classic KF framework, called the factors. The FSKF in this case, was used in order to 

estimate the true values of vital signs in the Neonatal Intensive Care (NICU) at times where 

the measurements were obscured by artefact. The factors incorporated into the system in 

this case were related to possible system failures causing artefact, such as probe dropouts, 

incubator open, etc. These factors had a range of possible settings and at each given point, 

the existing setting was taken into account in the estimation model.   

One other approach to data fusion is novelty detection. Novelty detection methods are used 

when we wish to classify normal and abnormal data records, but only have very few 

abnormal training examples. In this case, the challenge is often to accurately differentiate 

between extreme, but normal data, and truly abnormal data. When a single source of 

information is used, differentiation is sometimes impossible. For instance, for heart rate 

data, a low value can either indicate good health, or underlying problems with the heart’s 
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electrical activity. In these cases, integrating data from multiple different sensors allows 

for more accurate classification. Multi-sensor data fusion is an approach that has been 

applied to traditional engineering applications such as jet engine monitoring [97], and 

adapted for use with healthcare data. One specific data fusion algorithm for vital sign 

monitoring is described in greater detail in Section 4.1. 

Whilst these multi-sensor data fusion approaches are useful in specific healthcare settings, 

they do not address one of the unique aspects for healthcare data analysis: the rich variety 

of data acquired. Health data sets often contain variables of multiple data types - a property 

known as heterogeneity. A data type defines the set of values that a data item may take; 

common data types include text, binary, categorical, ordinal and continuous (or floating 

point). Whilst some data fusion and machine learning methods may be adapted (e.g. see 

[98]), most are unable to deal with multiple data types simultaneously.  

One promising approach for fusing heterogeneous data is Multiple Kernel Learning 

(MKL). In traditional kernel learning methods, such as SVMs (see Section 2.1.2), a kernel 

function outputs a measure of similarity, given a pair of data inputs. The kernel function is 

typically chosen a priori, based on known properties of the data. MKL methods differ by 

learning and using the optimum linear sum of a family of kernel functions: 

𝐾 = ∑ 𝑏𝑖𝑘𝑖𝑖                                             (15) 

Due to the property of kernel functions, K is also a kernel function, so standard techniques 

can then be applied (for example, [99]). If each individual kernel is tailored for use with 

particular data types, the kernel, K, provides a blend that allows us to process fuse multiple 

data types optimally. 

MKL has been successfully applied to heterogeneous data in the healthcare setting. One 

example, from Ye et al. [100] showed how MRI image data could be fused with patient 

demographics and genomic results to help diagnose Alzheimer’s disease more effectively 

than by using any one data type.  

3.2.3 Technical and Sociological Issues 
The use of multiple data sources brings many practical obstacles that are exacerbated in 

the healthcare space. Currently, clinical data are collected by multiple devices, belonging 

to multiple organisations. The data are stored in separate databases, a phenomenon referred 

to as data compartmentalisation. The barriers to successful data sharing are manifold. 

First, the linkage of databases poses ethical and legal concerns. Many countries have 

legislation that governs the use of personal health information [101]. In the UK, this means 

that personal data can only be used under specific circumstances. Individual databases may 

be released more generally if the data set is anonymised so that individuals cannot be 

identified. One prominent example of anonymised health care data is MIMIC-II, which 

provides access to over 30,000 de-identified hospital patient records. If data are not de-

identified properly, there remains a risk that individuals can be identified by piecing 

together information from complementary data sources. For instance, Gymrek et al. [102] 
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showed how de-identified genomic data could be traced to individuals by linkage with 

genealogy databases. 

Secondly, there are non-trivial technical challenges in linking databases. Many of these, 

including minimising levels of data redundancy, are addressed through the academic 

discipline of data integration theory (See [103] for further information). Practically, 

successful data integration requires well-defined standards to ensure that database fields 

can be interpreted unambiguously, and that the field contents are harmonious. One such 

standard, SNOMED-CT, provides a comprehensive collection of codes for medical terms 

that could to help structure database items [104]. Unfortunately, the use of multiple 

competing standards has hindered data integration. Most notably, until recently, the 

majority of UK healthcare IT systems used an alternative dictionary, Read codes [105]. 

Finally, database linkage may require cooperation between competitive system 

manufacturers. In some cases, the data providers may simply disagree with the intended 

use of the data [106]. More typically, there may be willingness to share data sets, but details 

such as ownership of the data or the rights of any generated intellectual property [107] 

means that data sharing agreements are often complex. 

4 Case Studies 
4.1 Application of Machine Learning for the prediction of 
patient deterioration in an emergency department 
Studies have shown that patients experiencing adverse events in hospitals (such as cardiac 

arrest or admission to the ICU) present with abnormal vital signs before the event, with 

many of those, presenting abnormalities up to 24h in advance [108]. Because the current 

standard of recording vital sign observations is paper-based and observations are taken 

intermittently outside of the ICU, these abnormalities are often missed, especially in busy 

clinical environments.  Additionally, current alerting strategies rely on single parameters 

or in the calculation of Early Warning Scores (EWS) based on a rule-based pre-set 

thresholds.  The first case study we review concerns the automation of the process of 

calculating the health status of the patient via a data-driven, rather than rule-based, machine 

learning model. Firstly, we will present the approach and then discuss its application in an 

emergency department.  

4.1.1 System Overview 
The system, initially presented in [71], tracks patient status in real time by fusing the 

patient’s vital sign data from monitors in a general ward. The parameters used are heart 

rate, breathing rate, blood pressure, arterial oxygen saturation (SaO2) and skin temperature. 

With the exception of blood pressure, vital signs were measured every 5s. Blood pressure 

was measured every 30 mins using an inflatable cuff placed over the medial artery. The 

proposed system does not extract any rules connecting these five parameters to patient 

deterioration, it simply learns a model of normality directly from the available data. The 

system fuses the five vital signs in order to produce a single-parameter representation of 
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patient status, the Patient Status Index (PSI). This PSI is calculated via a probabilistic 

model of normality in five dimensions, previously learnt from the vital sign data taken from 

a representative sample of high-risk adult patients. The PSI is calculated continuously and 

whenever the vital signs fall outside the learnt envelope of normality, an alert is generated 

[71]. The aim behind the development of such a system is for use as a real-time early 

warning system for triggering the intervention of a Medical Emergency Team (MET). Such 

systems can be integrated with existing patient monitors or a central station on the relevant 

ward to facilitate the simultaneous monitoring of a large number of patients without 

increasing the burden of the clinical staff.   

4.1.2 Training data and pre-processing  
The training data set included 3500 h of vital sign data collected from 150 general-ward 

patients at the John Radcliffe Hospital, Oxford (average length of stay of 24h per patient), 

who were classified as “high-risk” based on a set of assessments proposed by the attending 

clinicians.  The feature vector was defined as 𝒙 = {𝑥1,…,𝑥5}, the vector of the five vital 

signs. Because the units and dynamic ranges of each parameter are different (i.e. an 

increase of 0.5o C in temperature is more significant than an increase of 0.5 mmHg in blood 

pressure or 0.5 beats per minute (bpm) in heart rate), the vital signs were normalized before 

forming the feature vector x. Observation of the data revealed that all except for arterial 

oxygen saturation (SaO2) followed a near-Gaussian distribution (SaO2 was one-sided as it 

cannot exceed 100%) so pre-processing included a standard zero-mean, unit variance 

normalization. To deal with the noise in the data caused by patient movement, data were 

short-term median filtered. Median filtering was also used in order to deal with missing 

parameter streams that occurred. With the exception of blood pressure, which was only 

measured every 30 minutes, if no valid measurement of a parameter was acquired for 1 

minute, the value from a historic median filtered was used, derived from the most recent 5 

minutes of valid data. If the gap in a measurement persisted for 30 minutes (possibly 

because of a disconnected probe), then the mean of the training set was used instead. In 

effect, any missing parameter was replaced by the ‘most normal’ or ‘expected’ value in the 

parameter vector, 𝒙.   

4.1.3 Model overview 
The model of normality was defined as the unconditional probability density function,  

𝑝 ̂(𝒙), and was estimated using the training data using a combination of k-means clustering 

and Parzen windows. Initially, the k-means clustering algorithm is used in order to select 

500 cluster centers from the tens of thousands of normalized feature vectors in the training 

set. Each center 𝒙𝒋 (also called a prototype pattern) is then a kernel in the Parzen windows 

estimator of the pdf given by: 

�̂�(𝒙) =
1

𝑁(2𝜋)𝑑/2𝜎𝑑
∑ 𝑒𝑥𝑝 (

−‖𝒙−𝒙𝒋‖
2

2𝜎2
)𝑁

𝑗=1                                            (16) 

Where each spherical kernel has the same global width 𝜎 and 𝑑 is equal to 5. The PSI then 

quantifies departures from normality so that alerts can be generated when the index 
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increases above a threshold value. The PSI is then calculated by transforming the 

probability so that abnormality increases on a vertical scale: 

𝑃𝑆𝐼 = 𝑙𝑜𝑔𝑒 [
1

𝑝 ̂(𝒙)
]                                                          (17) 

A PSI of 3.0, corresponding to a probability value of 0.05 was chosen for the alerting 

threshold and an alert was generated when the PSI was above this threshold of 3.0 for 4 

out of 5 minutes. 

4.1.4 Testing of the PSI in the Emergency Department  
The system described was validated on several different clinical trials. Here, we present its 

validation on the emergency department (ED) of a medium-sized teaching hospital [109]. 

In this particular study, the aim was to investigate whether employment of the PSI, as 

calculated using the learnt model, would be able to detect patient deterioration and generate 

an alert earlier than the standard practice of manually recording vital sign and Track and 

Trigger (T&T) data (also known as Early Warning Scores). Data were collected from adults 

entering the resuscitation room, ‘majors’ and observation ward of the ED. Heart rate, blood 

pressure, respiratory rate (RR), oxygen saturation (SpO2), temperature and Glasgow Coma 

Scale (GCS) as well as paper T&T scores were collected retrospectively from observation 

charts. For calculation of the PSI, continuous vital sign data (RR, heart rate, blood pressure, 

SpO2) were acquired using bedside monitors and saved to a server. The “gold standard” of 

patient deterioration was captured by recording escalations of care. This was done by two 

clinicians who retrospectively and independently reviewed the clinical notes to identify 

escalations. In the case of disagreement, a third clinician reconciled the discrepancies. 

4.1.5 Results  
Out of the 400 patients for whom continuous vital signs were collected and PSI scores were 

calculated, 35 had an escalation after arriving at the ED. 15 of them had no PSI score at the 

time around the escalation either because of equipment failure, unavailability for 

monitoring at the time of escalation, or because their escalation was deemed to have been 

due to ongoing conditions rather than a new deterioration occurring at the ED. Of the 

remaining 20 patients who experienced deterioration while in the ED, 15 were detected by 

the PSI. PSI greatly outperformed T&T and there were many cases where the PSI would 

predict deterioration before the traditional paper-based T&T.  

4.1.6 Conclusions 
This study highlighted the potential of machine-learning data fusion approaches for 

predicting events in patients. Because such scores can be calculated continuously 

deterioration can be detected earlier compared to systems relying on documented 

intermittent observations. Additionally, small deviations in one or more parameters can be 

recognised promptly whereas in current practice an alert would be generated when a 

parameter shows a big deviation from normality. This study also showcased some of the 

problems in using automatic machine-learning based systems using clinical data, in that 

data are very often incomplete or absent altogether due to practical problems (power 

failure, server failure, movement of patients or monitors or removal of leads from the 
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patient). Machine learning approaches need to have the flexibility to allow for this kind of 

failures if they are to be incorporated systematically into clinical practise.     

4.2 Application of Machine Learning for Assessing the Clinical 
Acceptability of Electrocardiograms 
The explosion of m-health applications both in the developing and developed world has 

the potential to deliver information and decision support to people that would not otherwise 

have had access to medical treatment, it is important that stringent quality controls are put 

into place such that the measurements that reach the untrained recipient are reliable and 

that noisy measurements are not used.  The second case study we will review concerns the 

creation of a system which is intended to provide real-time feedback on the diagnostic 

quality of the Electrocardiogram (ECG) and prompt an inexperienced or lay user to make 

adjustments in the recording of the data until the quality is sufficient that a reliable medical 

diagnosis can be made, primarily or arrhythmias [56]. The study was developed as part of 

the PhysioNet/Computing in Cardiology challenge 2011, which further specified that the 

algorithm should be efficient enough to be able to run in near real-time on a mobile phone.  

4.2.1 Training Data and Annotating 
Data to support development and evaluation of challenge entries were collected by the Sana 

Project and provided freely via PhysioNet. The dataset includes 1500 10s recordings of 

standard 12-lead ECGs, which were sampled at 500 Hz for a minimum of 10s by nurses, 

technicians and volunteers with varying degrees of experience. 1000 recordings were 

available as training data and 500 recordings as test data. Each ECG recording was 

annotated by a minimum of 3 and a maximum of 18 annotators who assigned a rating to 

the sample related to its quality. The final label of each sample was determined by the 

average rating and some pre-set thresholds, such that recordings were divided into three 

classes: acceptable (70%), unacceptable (30%) and indeterminate (<1%). Because of the 

discrepancy in the number of records from the acceptable and unacceptable classes, 

bootstrapping was employed in order to increase the samples in the “unacceptable” class 

by using additive real noise to clean data taken from other ECG databases. In the resulting 

database, 20,000 10s ECG samples were used for training and 10,000 for testing, both sets 

of which were balanced for “acceptable” and “unacceptable” recordings [56].  

4.2.2 Model Overview 
Each ECG channel was down-sampled to 125 Hz using an anti-aliasing filter and QRS 

detection was performed using two different open source QRS detectors. Next, seven 

quality indices were extracted for each one of the 12 leads, resulting in 84 features per 

recording. Those 7 indices were the percentage of beats detected on each lead which were 

detected on all leads, the percentage of beats detected by the one QRS detector that were 

also detected by the other, the relative power in the QRS complex, the third moment 

(skewness) of the distribution, the fourth moment (kurtosis) of the distribution, the 

percentage of the signal which appeared to be a flat line and the relative power in the 

baseline. All features which were not given by percentages were normalized by subtracting 

the median such that all features were in the range of [0 1]. The features were then used to 
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train a classifier using two different models: a Support Vector Machine (SVM) and a 

standard feed-forward Multi-Layer Perceptron Neural Network (MLPNN). Classifiers 

were tested using all 12 leads simultaneously, i.e. using 84 features and using a single lead 

only, i.e., using only 7 features. Additionally, different combinations of the seven features 

were tested in order to find the best.  

4.2.3 Results 
For the single-lead case, the best overall results were obtained for the SVM with a 

classification accuracy of 96.5% on the test data and corresponding Sensitivity and 

Specificity of 97.2% and 95.8%, respectively, using only four out of the seven features. 

For the 12-lead case, the best results were given using five out of the seven features, using 

the SVM with an accuracy of 95.9% and Sensitivity and Specificity of 96.0% and 95.8%, 

respectively.  

4.2.4 Conclusions 
The proposed system achieved training accuracies of 98% and test set accuracies up to 97% 

which indicate that extremely accurate classification of noisy ECGs is possible. Important 

improvements were noted when the training sets were balanced using artificial data. Lastly, 

on inspection of the incorrectly classified data, it was found that the labels were 

‘borderline’ and could be relabelled either way, and the test accuracy was considered to 

approach 100%.  

5. Concluding Remarks and Future Directions  

In this chapter, we provided an overview to the current processes and techniques used to 

analyse heterogeneous and high dimensional healthcare data. We addressed some of the 

technical challenges and highlighted the real-world issues that are unique to healthcare. 

As health data analysis continues to develop as a research field, one may expect to see new 

analysis methods tailored towards big health data. Currently, we have seen a trend towards 

the redevelopment of adaptation of traditional machine learning approaches for use with 

large data sets. IBM Watson’s success in natural language processing follows on from a 

wealth of previous research. Similarly, Google’s Deepmind extends artificial neural 

network methods via the field of deep learning. These new approaches have already shown 

great promise in other fields. Most notably, in early 2016, the AlphaGo program used deep 

learning (in combination with other methods) to defeat the world-class Lee Sedol at the 

game of Go – a scenario thought improbable 10 years ago. Both IBM and Google have 

since expressed interest in healthcare data. Whilst output from both parties has been limited 

at the time of writing, there is precedent for using deep learning methods on medical images 

[110,111]. 

As machine learning methods are applied to increasingly large datasets, we expect the 

associated challenges to also increase. In particular, the current trend is towards using data 

collected within routine clinical care – potentially providing datasets many orders of 
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magnitude larger than from research studies. As these routinely-collected datasets are not 

carefully curated, resulting data are very likely to be of lower quality, such that corrupt and 

missing entries are more common. The combination of larger datasets and poorer data 

quality means that automated methods of reliably and accurately processing missing data 

will be increasingly necessary. 

The use of routine data also offer new opportunities to link multiple sources of data. Whilst 

we have touched on the benefits of data fusion, future research is likely to bring together 

data from surprisingly disparate sources. For instance, recent research is starting to link 

consumer research data from supermarket loyalty cards with health data. The increasing 

number of data features means that robust methods must be found to ensure that the 

underlying features are not lost amongst the plethora of variables. The complexities and 

disparities need to be carefully considered by the research community, so that the potential 

of machine learning applications in clinical data may be reached. Once many of these issues 

are resolved, machine learning has the potential to deliver a step-change in the manner in 

which the monitoring of patients and diagnosis of disease is performed for a sustainable 

future of healthcare management. 
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